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Abstract
Photocatalytic conversion of CO2 using ZnO semiconductor is an effective, simple, economical
and attractive way of combating energy problems resulting from anthropogenic emissions of CO2

i.e. greenhouse gases to the atmosphere. This article focuses on current advances in CO2

photoreduction by hydrothermal method. The fundamental photocatalytic CO2 reduction system
by photocatalysts especially ZnO has been explicated. The synthetic protocol of ZnO and its
growth mechanism in alkaline solution is elaborated with specific illustration of defect chemistry
and its influence on CO2 reduction activity and selectivity. Conclusively, brief challenges of its
current state and future prospects were also discussed.

Keywords: ZnO semiconductor, Metal oxide photocatalysts, Hydrothermal method,
Nanostructures.
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Introduction

Global warming has become key challenge for the
world; it is mainly due to increasing of greenhouse
gases level in the environment. Carbon dioxide
(CO2) is the main contributor of this fact; it is
mainly from fossil fuel combustion [1]. The
Organization for Economic Cooperation and
Development (OECD) Environmental viewpoint to
2050 has projected universal greenhouse gas
emission to increase to around 50% from 2012 to
2050, while CO2 emissions driven by the utilization
of the conventional energy would reach up to 70 %
[2-5]. In addition, by 2030, fossil fuel which is the
major carbon resource has been anticipated to raise
20% of energy deliver global instead of the limited
yield and high cost presently, enclosed by BP
Energy Outlook 2030 [5-6]. The present use of
nuclear fuels and fossil in our societies has
unlimited unpleasant consequences. Fossil fuel

ignition is the major cause of the changing in
global climate. The atmospheric temperature is
balanced at an equilibrium level by getting energy
and back in to the space. Without earth
atmosphere, the temperature of the earth surface
would be 18oC. This natural “greenhouse effect”
maintains the surface temperature appropriate for
existence, around 15oC [7]. The additional
greenhouse gases are released to the atmosphere
due to the fat growing industrial development. The
major supplier to these alarming rates of emissions
is CO2 from the fossil fuels combustion.
Researchers estimated that these emissions cause
by human has resulted in to an increase in the
surface temperature of earth’ sup to 0.6oC [8-9]. In
the last centuries the concentration of atmospheric
CO2 has been varied between 200 to 300 ppm by
volume [7] However, in 2001 it reached to 370
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ppm, and 399.55 ppm in January 2013 [10]. To
invalidate this critical trend, alleviation
technologies such as carbon consumption and
storage have been reported during the last era. One
of the most advantageous processes for the
consumption of the environmental CO2 is the
photocatalytic reduction into the value added
chemicals like conventional fuel CH4, CH3OH, etc.
This implies that photocatalytic CO2 reduction, is
of principal significance in economic assistance by
using present existing industry facilities [10].

Scientists over the world have been
anxious about the issue of environment and energy,
due to the less energy sources as well as
environmental problems created by their
utilization. This has led them in looking for
substitute methods to take benefit of the clean and
renewable energy resources, for instance sunlight
[11]. Consequently, rapid emergence of carbon
dioxide emission and the hazard pose to the
environment have led us to the result that it is
essential to take proper approaches to stop the
building up of CO2 [11-12]. Some existing ways to
combat the concentration of CO2 in the atmosphere
include removal [13] sequestration [14-15] and
conversion [15-17]. The promising method is
capturing CO2 from the atmosphere and converting
it into valuable additive chemical such as CH4 and
CH3OH using solar energy [18-19]. By developing
this anthropogenic carbon cycle, simultaneously
resolve the problem of the energy storage and
global warming. In fact, precombustion or post
combustion, CO2 capture followed by compression
and geological sequestration is one of those efforts
made to reduce CO2 emissions, but is energy
intensive, hence costly. Therefore, preferable way
to reduce CO2 is recycling it as fuel with energy
input from abundant source [20]. Recently, photo
catalysis technology to switch CO2 into fuel has
taken the great attention of numerous scientists. It
simply uses visible light or ultraviolet (UV) as
source for semiconductor catalysts excitation, and
the photo-excited electrons reduce water and
carbon dioxide on the catalyst surface and form
energy-bearing materials [21-22].

However, serious attention has been
focused on the chemistry of nano-materials and
reported that the chemical and physical properties

of inorganic materials highly dependent on the
structure, particle size and morphology [22-25],
control over these factors to efficiently change
their properties in an attractive method is a difficult
job in the field of material synthetic chemistry [26-
27]. Due to tremendous technological applications
such as high stability (thermal and chemical),
semiconductor nanostructures have stimulated
intensive interest.

Zinc oxide (ZnO) is an important
semiconductor with wide band gap (3.37 eV) and
large excitation binding energy of 60 meV at room
temperature. It possesses a unique position among
other semiconductor materials owing to its good
and wide properties such as physical and chemical
stability, biocompatibility and piezoelectricity.
Specially, ZnO nanoparticles are considered to be
biosafe, less toxic and also biocompatible which
has many applications in everyday use materials
such as cosmetic, sun protection creams etc.
Nowadays, ZnO nanostructure films such as
nanowire [28], nanosize rods [29], nanodisks [30],
nanosheet [31] nanotube [32], nanocrystal [33],
etc. have broad range of applications such as
sensors [34], optoelectronics [35], field emitters
[36], solar cells [37] and biological applications
[38]. In the past few years, tremendous
experimental techniques such as metal organic
vapor phase epitaxy [39], filtered vacuum arc
deposition [40], pulsed laser deposition [41], vapor
transport deposition [42], sputtering [43], thermal
evaporation [44], metal organic chemical vapor
deposition [45], electro spinning [46] etc, have
been tried for growing various ZnO nanosize
structures. But due to the complexity of
experimental process; this makes it to be very
difficult to reproduce. On the other hand, it has
been demonstrated in the past few years that
chemical process due to its easy, inexpensive and
low-temperature process demonstrates a promising
potential to fabricate ZnO nanorods. Among them,
the most economical and simplest method is the
solution growth technique. Comparing with other
technique, the solution growth technique has many
advantage like low synthesis temperature and
large-scale manufacture abilities. Therefore, this
process has been employed for both ZnO seed
layer synthesis as well as nanorods synthesis. That
is why, inventing easy and simple synthesis
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method for growing ZnO nanorods proved to be a
serious challenge to both scientists.

In this review, ZnO semiconductors
developed or grown via hydrothermal method is
our focal point, even though enormous number of
literature has provided general evaluations of ZnO
nanostructures [47-55]. However, we have
reported here for the first time the detailed
concepts of photocatalytic CO2 reduction by ZnO
semiconductor by hydrothermal method.

Basic concepts of photocatalytic reduction of CO2

Carbon (IV) oxide (CO2), is one of a good
number thermodynamically stable compounds of
carbon that exist as a linear molecule. Reduction of
CO2 to useful hydrocarbon fuels through photo
catalytic method require input energy to split the
C=O bond, and form the bond C–H, it involves the
involvement of corresponding number of protons
and multiple electrons [56]. Because of its
significant high chemical state (C4+) of Carbon
atoms in CO2, the process can only take place with
the aids of the support called reducing agents.
Thus, due to its unique nature: non-toxicity,
richness and effectiveness, water (H2O) is a
preferable aspirant to act as the agent of reduction
(i.e. reducing agents) compared with H2, S2−,
SO3

2− and amines counterparts. Photocatalytic
reduction of CO2 with H2O is an uphill reaction
with a positive change in Gibbs free energy:

CO2+ 2H2O → CH3OH +3/2 O2 (ΔG° = 702.20 kJ
mol −1) and
CO2+ 2H2O → CH4+ 2O2(ΔG° = 818.30k Jmol −1).

Consequently, to overcome these reaction
barriers, there is need to used input energy that is
supplied by incident light. As shown in (Fig. 1),
the electron gets excited from the low energy level
(valence band VB) to high energy level
(conduction band CB) leading to simultaneously
generation of equal number of holes in the
conduction band when a flux of photons is absorbs 
by semiconductor. The electron–hole pairs resulted
from photo generation separated from each other
and energetically travel to catalytic active sites in
the surface of semiconductor where then it
encountered the electron with reducing power and

this convert CO2 in the presence of H2O to value
added hydrocarbon fuels such as CH3OH, CO and
CH4 whereas H2O oxidation occurs due to the
oxidation capability of hole [57].

Figure 1. Diagrammatic representation of photo induced
production of an electron–hole pair in semiconductor that
transfers to the outside surface for CO2 photoredox [56]

Nevertheless, It is important understand
activation mechanism and initial carbon (IV) oxide
absorption in such a way that effective
photocatalyst could created to encourage
absorption of CO2. Fig. 2 gives possible
configurations of adsorbed CO2 on the
photocatalyst surface [60-69].

Figure 2. Possible configurations of adsorbed CO2 on the
photocatalyst surface [60]

The products selectivity is one of problems
to be considered in the reduction of CO2 that
involves photocatalytic process, which may be
affected by reaction condition, photocatalysts,
including the thermodynamic reduction potentials.
Figure 3 gives diverse of semiconductor
photocatalysts which are relative to the redox
potential of various species. Two major reasonable
pathways for formation of CH4 are proposed:

I) CO2→ HCOOH → HCHO → CH3OH → CH4

II) CO2→ CO → C• → CH2→ CH4 [70-71]
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However, because of complex multi-
electron transfer process involved [61,72-75], the
understanding of selectivity and mechanism of
photocatalysis still remain a challenges.

Figure 3. Band gap energies of various semiconductor
photocatalysts along with conduction band (CB), valence band
(VB) potentials [70-71]

The concept of artificial photosynthesis by metal
oxide photocatalysts.

Photocatalytic CO2 conversion utilizes
semiconductors to promote reactions under the
influence of light irradiation is called artificial
photosynthesis. Here, our focus is only on the
artificial photosynthesis by metal oxide
photocatalysts. The fundamental route can be
summarized into three steps:

(a) Generation of charge carriers (electron–hole
pairs) upon the absorption of photons with
suitable energy from light irradiation.

(b) Separation and transportation of charge
carrier.

(c) Reaction of the charge carriers and surface
species [76-78].

Photocatalytic conversion of CO2 is seen
to be a complicated combination of photochemical
and photophysical processes. This is because the
redox reaction is initiated by photo-excitation
when the energy of incident photons is equal to or
higher than the band gap of a semiconductor is
received by a photocatalyst [79]. Then the
electrons are excited from the valance band to the
conduction band [80]. Fig. 4 reveals the electrons
and holes undergo intra-band transitions. They
have the ability to travel to the surface, combine at

the trap sites (i.e. recombination process) through
radiative or non-radiative pathways. Otherwise,
these electrons can travel to the surface of
semiconductor and react with surface adsorbed
species of CO2 if recombination happens slower
than the reactions during transitions [81].
However, not all the electrons reaching the surface
have the ability to reduce CO2 which is a
thermodynamically inert and very stable
compound [76]. Compared with most of the
reduction methods mentioned above which require
high-energy input, either at high temperature
and/or under high pressure [82], photosynthesis
does not require extra energy except solar
irradiation thus making it to have better advantages
over its peers. This is because the required energy
for conversion process must emerge from a process
that does not release additional greenhouse gases
directly into the environment. This means that
other available technologies for the CO2 conversion
are not the best one contained by these criteria.

Figure 4. Schematic diagram of photo excitation and electron
transfer process [79]

Moreover, photogenerated electrons at
higher reduction potential level can offer driving
force (also called over-potential) for the expected
chemical reactions. This is due to the fact that
reduction potential measures the capability of
chemical specie to gain electrons. Species with a
lower (more positive) reduction potential will gain
electrons (i.e. be reduced) and those with a higher
(more negative) reduction potential will lose
electrons (i.e. be oxidized) [79, 83]. To facilitate
the reduction of CO2 into useful chemical (e.g. CO
or hydrocarbons), it is required that electron in the



Pak. J. Anal. Environ. Chem. Vol. 19, No. 1 (2018) 5

semiconductor should have more negative
chemical potential as well as hole needed to be on
more positive potential side for water oxidation.
Therefore, (Table 1) illustrates the pathways for
the production of renewable fuels especially solar
and the associated potentials at pH = 7 [84].

Table 1. Reaction mechanisms for the production of solar fuels
and the associated potentials.

Reaction Eo (V vsNHE) Eqn No.

CO2 +2e− →•CO2
− −1.90 (1)

CO2 +2H+ +2e− →HCOOH −0.61 (2)

CO2 +2H+ +2e− →CO+H2O −0.53 (3)

CO2 +4H+ +4e− →HCHO+H2O −0.48 (4)

CO2 +6H+ +6e− →CH3OH+H2O −0.38 (5)

CO2 +8H+ +8e− →CH4 +2H2O −0.24 (6)

2H2O+4h+ →O2 +4H+ +0.81 (7)

2H+ +2e− →H2 −0.4 (8)

From a thermodynamic approach,
formation of methane and methanol are more
favorable in CO2 reduction, since these reactions
take place at lower potentials. However, the kinetic
drawback makes methane and methanol formation
more difficult and complex than carbon monoxide,
formaldehyde and formic acid because more
electrons are required for the former reactions [85].
In addition, the 2–8 electrons and protons reactions
to obtain the desired products are extremely
difficult and time consuming. As a result of the
complicated nature of the inorganic photocatalyst
surface, the interaction between photocatalyst and
absorbed species may undergo a series of one-
electron processes instead of a multi-electron,
multi-proton process, thus making the actual redox
potential required to be dependent on the reaction
pathway. For example, if CO2 reduction is initiated
by single electron reduction of CO2 to CO2

−, the
potential is around −1.9V vs NHE. With such
concern, being able to discharge multiple electrons
with protons at a time is important to improve
reaction efficiency [79]. Thus, generating
sufficient electron–hole pairs, separating charges
efficiently and providing active catalytic sides are
the paramount factors for CO2 photoreduction.

Although, photoreduction of CO2 shows
great potential [86-87], at present one of the
greatest drawbacks is the low conversion

efficiency due to some associated major factors
which bound the efficiency: (i) mismatching
between the absorption ability of semiconductor
and the solar spectrum; (ii) poor charge transfer
separation efficiency; (iii) low solubility of CO2

molecule in water (approximately 33 mol in 1 ml
of water at 100 kPa and room temperature); (iv)
reverse reactions during reduction of CO2; and (v)
competition reaction of water reduction to
hydrogen [88]. The solar spectrum consists of 4 %
of the UV radiations and 43% visible region. To
find a photocatalyst which can absorb visible light,
enough higher conduction band position is one of
the main goals of the research that remains
unresolved. Overpotential is necessary as a driving
force for charge carrier transport and reactions,
thus practical requirement for CO2 conversion is
usually greater than the theoretical energy required
to produce the desired products [76, 89]. Even
though; the direct matching the band gap of a
semiconductor to the solar spectrum is challenging,
hence, several strategies have been used to
improve the absorption ability of an inorganic
photocatalyst. Doping with elements has been a
pursuit to sensitize photocatalyst with a wide band
gap toward visible light absorption. As a broad and
active topic, doping of photocatalysts with metal
ions (Fe3+, Zn2+, W6+, etc.) and non-metal ions (C,
N, S, B, etc.) have already been widely studied
[90–94]. Therefore, a brief and general
introduction is mentioned here. Doping does not
only retard the fast charge recombination, but also
introduce defect states (inter-band states or mid-
gap levels) [95]. For instance, Zhang et al [96]
reported that the narrowed band gap of a
semiconductor after doping with non-metal ions
(e.g. N or C) can be ascribed to the mixing of p-
states of the dopants with O2p states to form a new
valance band [96]. However, the function of
doping on CO2 conversion is still arguable and
remains understudy.

Semiconductor heterostructure formation
is a new effective way of enhancing the light
absorption and charge separation ability of a
material. Owing to band alignment, the band
bending induces a built-in field, which accounts for
motivating photo-excited charges to transfer in the
opposite direction [97]. Semiconductor quantum
dots (QDs) are also considered to be an ideal
choice for the coupled component in the
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heterostructures. With the existence of QDs, the
visible light response of the photocatalysts can be
easily adjusted. In addition, QDs can also make use
of hot electrons to create multiple charge carriers
when excited by a single high energetic photon
thus resulting to a high amount of the charge
carriers [98]. Similarly, organic dyes are often used
as sensitizers to boost the visible light absorption
ability of a semiconductor. Here, under irradiation,
dyes can inject photo-excited electrons into the
semiconductor conduction band. Hence, the
electron transfer efficiency between the dye
sensitizer and the semiconductor depends on many
factors, which include the LUMO level of the dyes
and the conduction band edge of semiconductors
[99]. When CO2 is being reduced by the
photogenerated electrons, the utilization of an
equal number of photogenerated holes should also
be employed. Otherwise, the accumulation of the
holes in a photocatalyst can probably increase the
charge recombination and thereby shorten the
lifetime of electrons.

Consequently, it is believed that holes
could play a negative role in the photocatalytic
reactions which lead to the photocorrosion of the
photocatalyst and make it unstable if they were not
used efficiently. This makes application of
artificial electron donor to scavenge the holes a
most popular solution [100]. However, the process
and energy used in synthesizing the artificial
electron donor must be taken into consideration
since it may cause more CO2 emission which result
into more problems instead of solving the problem.
Water is considered to be the ideal electron donor,
nevertheless, the large water oxidation potential is
the main drawback. Over the past decade, only
very few photocatalysts that can reduce CO2 and
oxidize water simultaneously have been reported
[101-102]. Competition from water reduction
process by photogenerated electrons is a
challenging area when water is used as a electron
source donor.

In comparison to most of the CO2

reduction routes, reducing water is a relative easy
process in term of kinetics and thermodynamics. In
thermodynamics aspect, the reduction potential of
water to hydrogen is 0.0V (pH=0) which is more
positive than CO2 reduction to CO, formic acid and

formaldehyde, respectively. In kinetics aspect,
water reduction has a 2-electrons process which is
more facile than most of the CO2 reduction which
required 4–8 electrons. While reduction of CO2 is
also limited by its low solubility in water, the water
reduction does not suffer from the similar problem,
thus the chance for electrons to meet and react with
water is much higher than with CO2 counterparts.
Although very limited investigation has been
reported to address this problem but it is generally
agreed that the reaction selectivity can be
controlled by modifying photocatalysts
morphology, changing the exposed facets or
parameters and introducing new reaction sites
[103]. Thus viewed that particular atom
arrangement on the surface can be more favorable
to absorb CO2 molecules than water molecule on
the surface. As a result of this trend, two different
morphologies of Cu2O have been reported to have
dramatic difference in products’ selectivity [104].
Additionally, co-catalyst loading has also been
claimed to be able to vary the reduction products’
selectivity where Ag and Cu are commonly used as
co-catalysts for CO2 reduction whereas the loading
of Pt or Au is more favorable for hydrogen
production [79].

Synthetic methods of ZnO nanostructure for
photocatalytic conversion of CO2

Different methods have been developed to
synthesize numbers of semiconductor
photocatalysts. These were divided based on their
preparation routes and mechanism, approaches
either physical or chemical. The physical approach
majorly utilizes mechanical force as an efficient
means of building the solid interface in the
heterostructure [105-108]. For example the
pulverization of graphitic carbon nitride (g-C3N4)
to lesser magnitude with the aid of a planetary mill
to improve and make contact between g-C3N4 and
WO3 for preparation of the g-C3N4/WO3 hybrid
system has been reported to demonstrate a high
catalytic activity in the CO2 photoreduction to
CH3OH [109]. Moreover, utilization of inter-
particle electrostatic force is another competent
way reported to fabricate heterostructure. The
HRTEM results show that g-C3N4 and KNbO3

powder exposed the arrangement of a close contact
in the g-C3N4/ KNbO3 heterostructure. This hetero-
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junction is of better quality under visible-light
illumination compared to pure C3N4 in catalyzing
the photoreduction of CO2 to CH4 [110].

Though the physical approach is
convenient and simple way for controlling the
different proportion of materials whereas the
chemical approach is a more well-known approach
to build the heterostructure due to the fact that the
interface produced through this approach is more
stable because the chemical bonding connected the
materials involved. The chemical approach usually
employs one material as support/substrate and
another is in-situ grown onto its surface by means
of chemical adsorption. To this point, numerous
synthetic methods such as deposition–
precipitation, [111] hydrothermal [112],
calcinations [113-116] and electrode position,
[117] were used to build a contact between the
nanomaterials, physical vapor deposition metal–
organic chemical vapor deposition [118–120], wet
chemical technique [121–123], molecular beam
epitaxy [124], sputtering [125], pulsed laser
deposition [126-127], electrospinning [128-130],
flux techniques [131], and also top down
techniques via etching [132]. However, these
techniques are costly and the selection of substrate
is limited and difficult in handing.

Comparatively, among these techniques,
physical vapor deposition and flux techniques
generally involve an elevated temperature, and the
impurities can easily be incorporate in the ZnO
nanostructures. For that reason, many flexible
organic substrates may seem not to be able to
incorporate for future foldable and manageable
electronics [133-134]. Whereas, MBE and
MOCVD have ability to produce high quality ZnO
nanowire array, but more often than not experience
the limitation that has to do with less product yield,
not uniform, and selection of substrate is limited.
Moreover, the price of the experiment is
commonly high, this made them to be less broadly
adopted. Pulsed laser deposition, sputtering and top
down techniques proved to boast of less
reproducibility compared with other approaches.
Electrospinning produces highly crystalline fibers.
The hydrothermal method is a simplistic used
method among them, with which the
heterostructure can be synthesized by one-step

reaction. The synthesis of ZnO semiconductors
was demonstrated by a number of approaches.

Consequently, it is highly desirable to
develop a simple stratagem for site-selective
synthesis of nanoparticles on the ZnO
nanostructure arrays while maintaining the
structures for photoelectrochemical application. By
comparative speaking, hydrothermal method are
preferable for several reasons including low price,
less dangerous, and thus capable of simple scaling
up [133-134]; the growth occurs at a relatively low
temperature, compatible with flexible organic
substrates, no need of metal catalysts, and can be
incorporated with well-developed silicon
technologies [135]. Furthermore, there are
different parameters that can be changed to
effectively control the geometry and properties of
the material [136-137]. These methods have been
established as a very powerful technique for
synthesizing ZnO nanostructures. For instance,
Wang et al. [136] prepared facile and efficient
strategy to fabricate Ag nanoparticle tip-grafted
ZnO nanowire array heterostructures through the
hydrothermal treatment, this produced Ag
nanoparticle tip-grafted ZnO nanowire arrays
(Scheme 1) both under visible-light and UV
irradiation [136].

Scheme 1: Diagrammatic representation of the photochemical
reactions resulting to the formation of Ag nanoparticle tip-grafted
ZnO nanowire arrays [136]

For ZnO nanorods / nanowires,
hydrothermal method has been reported as a high
performance growth technique, it has recently
received greater attraction due to its excellent
advantages such as low price, low temperature,
non-hazardous operation and environmental
cordiality [138-148]. In current studies, controlled
growth of well-aligned ZnO nanorods with greater
optical quality was successfully achieved on glass
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substrates while using hydrothermal method via
optimizing the preparation parameters [113]. The
growth process of ZnO nanorods was controlled by
optimizing the reaction parameters, such as
concentration of precursor, growth temperature and
growth time. Due to its low price and ability to
coat large surface areas, hydrothermal technique is
reported in this review as efficient and simple
method to adopt. Verges et al [122] reported the
hydrothermal method of synthesizing ZnO
nanostructures. But, this could not infuse much
intension till when Vayssieres et al [123]
successfully used the technique for the controlled
synthesis of ZnO nanorods on glass and Si
substrates by the thermal decomposition of
methylamine and zinc nitrate. To start the growth
from the substrate, a very thin layer of ZnO
nanoparticles was grown on the substrate.
Methenamine, also known as hexamethylen-
etetramine (HMT) or hexamine is a highly water
soluble, non-ionic tetradentate cyclic tertiary
amine. Thermal degradation of HMT releases
hydroxyl ions which react with Zn2+ ions to form
ZnO [111]. The aqueous solutions of zinc nitrate
and HMT have ability to produce the following
chemical reactions.

(CH2)6N4+6H2O↔6HCHO+4NH3 NH3+H2O ↔ 
NH4

+ + OH−

Zn(NO3)2•6H2O→ Zn2++2(NO3)
-+6H2O 2OH−+

Zn2+↔ ZnO+H2O

The general trend is that, the role of HMT
was to provide the hydroxyl ions to drive the
precipitation reaction [111-113]. The concentration
of HMT plays a very important role for the
synthesis of ZnO nanostructure since OH- is
robustly related to the reaction that produces
nanostructures. At the start, due to breakdown of
zinc nitrate hexahydrate and HMT at an eminent
temperature, OH- was introduced in Zn2+ aqueous
solution and their concentrations were enlarged.
However, the separated colloidal Zn(OH)2 clusters
in solution would act partly as nuclei for the
growth of ZnO nanorods. During the hydrothermal
growth process, the Zn(OH)2 solubility increases
with increase in temperature. When the
concentrations of Zn2+ and OH- reach the critical
value of the supersaturation of ZnO, ZnO nuclei

formation start at the same time in the aqueous
solution. Subsequently, the combination of ZnO
nanoparticles causes reduction of the interfacial
free energy. Due to the molecules at the surface are
energetically less stable than the ones in the
interior portion. So the (001) face has greater
symmetry compare to other faces growing along
the c-axis direction, which is the typical growth
plane. Surface-to-volume ratio of the ZnO nanorod
is determined by the nucleation. Then insertion of
growth units into crystal lattice of the nanorods by
dehydration reaction takes place. It was
accomplished that the growth habit is determined
by thermodynamic factor and by concentration of
OH- as the kinetic factor in aqueous solution
growth. During the synthetics process of ZnO,
mono Zn–OH is formed during the hydrolysis
reaction and Zn–OH aggregation results in the
formation of crystalline nuclei. Finally the particles
in the film are oxidized and turned into oxide form
during calcinations and annealing at elevated
temperature thus promoting the creation of Zn–O–
Zn bonds. The pre-heating at 70°C after each five
times of dip coating direct to formation of high
number of nuclei which favors the consequent
crystal growth, along with the diffusion of Zinc
species towards the nucleated grains causing grain
growth and formation of nano crystalline ZnO
nanorod.

Wang et al (2013) [149] reported that the
uniformly distributed, vertically aligned into well-
defined ZnO nanowires arrays have more surface
density. Fig. 5A and B show the SEM images of
the as-synthesized ZnO nanowires by a modified
hydrothermal technique. Here, the cross-sectional
SEM image (Fig. 5A) revealed that the as- grown
ZnO nanowires have lengths and diameters range
of ca. 1 µm and 100–200 nm respectively. But,
when ZnO nanowire arrays were dipped into an
aqueous AgNO3 solution containing 20% ethyl
alcohol, the graft synthesis between ZnO
nanowires and Ag nanoparticles take place at once.
As exposed in Fig. 5C and D, regular Ag
nanoparticles have been successfully grafted on the
top regions of ZnO nanowires after a 2 min
illumination. Interestingly, cross-sectional SEM
image clearly reveals that except for the tips of
ZnO nanowires, nowhere any deposition were
observed, obviously indicating that this is a site-
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selective growth of Ag nanoparticles on the tips of
ZnO nanowires which is achieved by this
very simple and straight photo-reduction
method. Many other works were also reviewed
[136, 138-149].

Figure 5. Top-view SEM images of the ZnO nanowire arrays (A
and B) and Ag nanoparticle tip-grafted ZnO nanowire arrays (C
and D); the insets show the cross-sectional images of ZnO
nanowire arrays (A) and Ag nanoparticle tip-grafted ZnO
nanowire arrays (C), respectively [149]

However, it also interesting to show
comparison among difference morphology of ZnO
in term of the number of active exposure surface
area and dimensional. Therefore, Wang et al.
focused their studies on the role of the active site
for the photocatalysis. They prepared flower
spindle sword and umbrella-like ZnO architecture
with the hexagonal phase and investigate the
photocatalytic efficiency, the result demonstrated
that the flower-like ZnO possessed more irregular
Zn sites than that of the spindle and sword-like
ZnO with more naked Zn atoms on the defects,
promoting the photoreduction reaction. Therefore
relatively lower crystallinity and more defect
responsible for enhanced photocatalytic activity
[150]. Liu, et. al, extensively investigated ZnO
nanowires for the photodegradation of organic
dyes. A high photocatalytic activity and stability
was ascribed to increased defects sites in ZnO
nanowires. When the nanowires diameter is less
than the critical value (about 50 nm) the ZnO
effective band gap will increase as the redox
potential there and the photogenerated charge
carriers will possess higher reducing /oxidizing
capabilities. The recombination of photogenerated
charge carriers will be deterred with higher band
gap, which will increase the catalytic performances
[151].

For high photocatalytic efficiency, it is
needed to have both low and high energy
facets with suitable ratio in the nanostructure
so as to reduce the charge recombination. The
photocatalytic activity can also be enhanced by
morphology modulation of other catalyst like ZnO.
Different morphology of ZnO shows a significant
change in stability. The Zn-terminated end has
(0001) active facet in which the surface defects can
enhance adsorption capability of oxygen and
hydroxyl ions, resulting in increased photocatalytic
efficiency. The charge separation efficiency is
higher in ZnO nanorod as compared to other
morphology due to its high aspect ratio. The
existence of unsaturated Zinc ion in the (1010)
facets is responsible for the observed high
photocatalytic activity [152].

The photocatalytic CO2 reduction activity
is not only associated with the exposed facets, but
also closely related to the CO2 adsorption
capability on the surface of the photocatalyst [153].
The photocatalyst with large surface area can
provide more active sites and reaction centers for
the photoreduction of CO2, thus exhibiting a higher
photocatalytic activity. The surface area of one
dimensional ZnO nanorod is about two times
larger than that of two dimensional ZnO micro
flowers, which is beneficial for the photocatalytic
reaction. Therefore, it is not surprising that ZnO
nanorod has better photoreduction activity than
other morphology. It was demonstrated that the
ZnO nanorods had superior CO2 photoreduction
performance as compared to other morphology,
ascribed to the synergistic effect of their large ratio
of exposed (0001) facets and large surface area
[153].

ZnO growth in general alkaline solutions

ZnO, an amphoteric oxide which have
isoelectric point value of approximately 9.5 [154].
Mostly, ZnO is predictable to crystallize through
the Zn salts hydrolysis in a basic solution which
can be prepared when strong or weak alkalis are
employed. Zn2+ is recognized to coordinate in
tetrahedral complexes. Therefore, because of the
electron configuration which is 3d10, it thus
becomes colourless with zero crystal field
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stabilization energy. Zn2+ though depends on the
specified temperature and pH [155], have ability to
exist in a sequence of intermediates, and therefore,
the dehydration of intermediates can form ZnO. In
aqueous media, chemical reactions are generally
thought to exist in a reversible equilibrium, with
the minimization of the free energy of the entire
reaction system considered to be the driving force
[156]. The grown of ZnO Wurtzite structure occurs
along the c-axis, the energy polar surfaces such as
± (0001) (Fig 6A) which exist as O2– terminated or
Zn2+ is relatively high. Atomic arrangements along
the low-index planes in hexagonal prism (Fig.

6(B)) of ZnO,  0110 and 0211 , are stoichiometric

with equal numbers of exposed Zn2+ or O2- ions.

Whereas the basal planes, (0001) and  1000 , and

the pyramidal planes  1110 , are strongly polar and

consist of sheets of Zn2+ or O2 [157]. The polar
zinc-terminated surface is usually designated as
(0001) and the polar oxygen-terminated surface as

 1000 , these polar planes have high surface

energy. Therefore, on forming the ZnO nucleus,
the arriving precursor molecules minimize the
surface energy due to its propensity to preferably
adsorb on the surface that is polar. Having
adsorbed the monolayer of precursor molecules,
then the original polar surface would transform
unto other polar surface with inverted polarity a
O2–-terminated surface would then change to a
Zn2+-terminated surface, or reverse is true. The
method would then be repeated, resulting to rapid
growth along the ± [0001] directions, exposing the
non-polar {2110} and {1100} surfaces to the
solution. This then explained 1D nanostructure
fashion in solutions.

Figure 6(a). Hexagonal wurtzite crystal structure of ZnO, (b)
Hexagonal prism of ZnO crystal showing different
crystallographic faces [158]

An alkaline solution is necessary for the
growth of ZnO nanostructures because normally
divalent metal ions do not hydrolyze in acidic
media [159-160] and can also be derived in a
number of ways: The frequently explored alkali
compounds are NaOH and KOH. In general, the
ZnO solubility in an alkali solution has been
reported to increase with the concentration of
alkali and temperature which under a necessary
condition of supersaturation, the attainment of
growth zone is possible [156]. Due to a larger ion
radius of K+, KOH is considered to be favorable to
NaOH, and thus a lower probability to incorporate
into the ZnO lattice [160-163]. However, it has
been revealed that OH- was attracted to Na+ around
the nanocrystal thus forming a virtual layer, which
inhibits the development of nanocrystal [164].

Zn2 + 2OH- → Zn(OH)2 (1)

Zn(OH)2 + 2OH- → [Zn(OH)4]
2- (2)

[Zn(OH)4]
2- → ZnO2

2- + 2H2O (3)

ZnO2
2- + H2O → ZnO + 2OH- (4)

ZnO + OH- → ZnOOH- (5)

As shown in the Eqns 1-5, the major
reactions involved in the synthesis are illustrated
[165-166]. According to eqn 2, Zn(OH)4

2– is not
necessarily the product, can also exist as Zn(OH)2

or Zn(OH)+, this thus depend on the operational
parameters which include the pH value and
concentration of Zn2+ as exposed in Fig. 7(a).
These entire intermediate products were in
equilibrium, and the products dominated differed
under different reaction conditions. To understand
this growth reaction, initially, the OH- and Zn2+

ions coordinated with each other, underwent
dehydration via proton transfer, formed Zn2+···O2–

···Zn2+ bonds, and this led to an agglomeration in
the form of [Znx(OH)y]

(2x–y)+, that demonstrated an
octahedral geometry [60]. At the beginning, these
aggregates typically contained below 50 ions, and
the creation of O2– ions imply an impressive
change in the aggregate. This results migration of
water (H2O) molecules produced by dehydration
into the solution as the reaction process proceeds.
Having obtained the aggregates of such ions (about
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150), the domains of wurtzite types ZnO are then
nucleated in the central region of the aggregates
(given away in Fig. 7(b)). The Zn2+ and O2– ions
only are the core, while the aggregate surface still
principally comprises of OH-, Zn2+ions. Due to the
aggregates above 200 ions exhibit by a core of
nanometer sized wurtzite structure that actually
grown because of additional association of OH-and
Zn2+ ions [162]. According to eqns (1-5), the O2– in
ZnO did not emerge from the solvent H2O but
from the alkali. This implies that H2O is not
necessarily requiring the solvent for the growth of
ZnO [167-170]. The solvents could be organic,
(e.g. butanol, methanol, ethanol) [167-169], or
ionic liquids [171-172]. Under alkaline conditions,
by adjusting the ratio of OH-and Zn2+the reactions
can happen at room temperature, resulting ZnO
nanowires even below 10 nm size. ZnO nanowires
arrays with a range of aspect ratios may simply be
prepared by just adjusting reaction time and OH-

concentration [168]. Several other reported works
were reviewed on growth over ZnO semiconductor
for enhancing photocatalytic performances [173-
179].

Figure 7(a). Phase stability diagrams for the ZnO(s)–H2O system
at 25 °C as a function of precursor concentration and pH, the
dashed lines indicate the thermodynamic equilibrium between the
Zn2+ soluble species and the resultant solid phases [161]. (b)
Aggregation of domains of the wurtzite structured ZnO, where
the characteristic rings in the aggregate center are highlighted in
blue. The two staggered six-rings form a center of stability and
give rise to further ordering in favor of the wurtzite structure
[162]

Moreover, polar inorganic nanocrystal
growth is sensitive to solvents reaction, tuning and
controlling their morphologies by the crystal–
solvent facial interactions [167] is necessary since
ZnO morphology is mainly directed by the
saturated vapor pressure and polarity of the

solvents [170]. As reflected in Fig. 8(a-c), the ZnO
nanowires ratio is dictated by the relative growth
rates of non-polar and polar surfaces and this can
be changed by simply vary the polarity of the
solvents. Polar solvent have been demonstrated to
have strong interactions with the ZnO polar
surfaces, and thereby obstructing adsorption of the
precursor molecule. While going from the more
polar solvent methanol to the less polar solvent 1-
butanol; the aspect ratio of the ZnO
semiconductors increases. The as-grown ZnO
nanowires revealed two well-faceted basal planes
along the ±c axis (Fig. 8d) [169]. Whenever the
non-polar hexane solvent is used, very thin ZnO
nanowires with 2 nm diameters would be prepared
from precursor of a simple acetate (Fig. 9a) [174].
These thin nanowires are self-assembled to
uniform nanowires aligned parallel to each other
[170] which possibly grown by oriented
coalescence of quantum dots (Fig. 9b). It was
reported by Pacholski et al. [175-176] that
performing an oriented attachment of quasi-
spherical ZnO nanostructures would be a main
reaction mechanism during the single crystalline
nanowires synthesis [175-176]. The necks between
the attached nanostuctures were later on filled and
the Ostwald ripening was further employed to
smoothen the nanowire surfaces [175].

Figure 8. TEM images of ZnO nanowires grown in solvents with
different polarities: (a) methanol [167], (b) ethanol [167], and (c)
1-butanol [168]. Although the reaction temperature and the
growth time are not the same, still the effect of the solvent polarity
on the nanowire aspect ratio is obvious. Insets in (a) and (b) are
selected area electron diffraction patterns. (d) Schematic
illustration of growing +c ends of ZnO with two common
interplanar angles [169]
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Figure 9(a). TEM image of self-assembled ZnO nanowires with
diameters of about 2 nm (inset is a higher resolution image
showing the oriented stacking; nanowires are dark contrast.)
[174]. (b) TEM image of the very thin nanowire grown by
orientational aggregation of several quantum dots [175]

The derived alkaline solution could also be
obtained from other amine compounds, and weak
bases (e. g. NH3·H2O) [177]. For instance, the
kinetics of ZnO nanowires growth in NH3·H2O has
been well studied [178]. Besides providing a basic
environment, NH3·H2O has been demonstrated to
mediate heterogeneous nucleation of ZnO
nanowires [178–181]. Various researchers have
demonstrated that depletion of Zn2+ ions the
synthesis of the ZnO nanowires can be overcome
[180-187].

ZnO defect chemistry

The associated charge carriers and control
of defects is of paramount significance in
applications that develop the wide range of
properties of doped ZnO. Although, there are
numerous works on ZnO, yet the link between
defect chemistry, properties and processing, have
not been given detail attention. ZnO has a simple
chemical formula but possesses high defect
chemistry [188]. Huge reports on defect have been
reported in the past 40 years in relation to ZnO
properties and applications in ZnO varistors:
defects significantly change grain boundary
properties and also I-V characteristics, yet, there is
vital need to revisit it in the context/framework of
novel application with the use of nanostructure
materials [189-190]. Prior to consideration of ZnO
defect structure, it is essential to understand that
ZnO has open structure, with a hexagonal close
packed lattice. Having all octahedral sites empty.

That is why; there are abundance of sites for ZnO
to accommodate intrinsic defects and extrinsic
dopants. The electronic energy levels of native
imperfections in ZnO are illustrated in Fig. 10 with
lot of intrinsic defects with different ionization
energies [191-194].

Figure 10. Energy levels of native defects in ZnO. The donor
defects , : , : , : , , and the acceptor defects

are: , [188], (where Zn = zinc, i = interstitial site, O =

oxygen, and V = vacancy; : , : , : , : , , are

donor defects while , are acceptor defects respectively)

On the other hand partial pressure of zinc,
oxygen, pO2 and pZn are also very important. So,
oxygen vacancies may be predominate under high
temperatures and very reducing conditions. Under
Zn vapor rich environments Zn interstitials are the
major defects. Even at very low temperatures like
500 °C; Zn evaporates readily, in a Zn-poor
environment [193]. Annealing is required, in order
to keep a Zn interstitial concentration [194].
Solubility from saturated Zn vapor is calculated to
be n = 3.4 x1020 exp (-0.65e/kT) atoms/cm3 [193].
In order to measure the defects in different pZn
and pO2 regimes, Brouwer diagrams that plot log
[defect or carrier concentration] versus log pO2 or
log pZn are used. For ZnO, the Brouwer diagram is
given in (Fig. 11) [194]. It shows that in the low
pO2 regime charged oxygen vacancies dominate.
Still, some scientists report that in the low pO2

regime Zn interstitials dominate [195]. This
difference is likely to be a result of the influence of
pZn, (at low pO2 and high pZn). It is probable that
Zn interstitials dominate, whereas at low pO2 and
low pZn and it is probable that oxygen vacancies
dominate. There is wide agreement that at higher
pO2 there is a switch to Zn vacancy domination. In
terms of pZn, there is a switch from Zn vacancy
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domination at low pZn to Zn interstitials at higher
pZn [192]. Thus, the transition occurs at around
pZn ~10-10atm, at 1000 °C [192]. The power
dependencies of the slopes in Fig. 11 (-1/6 and
±1/2) arise from the relevant defect equilibria
[196]. Across the Brouwer diagram carrier
concentrations can vary by several orders of
magnitude [197]. Impurities and intentional doping
with differently charged ions have high effects on
the defect equilibria and this is very essential to
consider when nanostructure is synthesized in the
existence of other atomic species. Depending on
whether the ion has a lower valence (e.g. Li1+

introduces holes) or higher valence (e.g. Al3+

introduces electrons) than the Zn by keeping that in
mind carriers are introduced. On the carrier
concentration from such substitutions there is no
pO2 or pZn dependence, but very small atomic
concentrations (>1016 cm-3) can outweigh the
intrinsic defects in the middle pO2 or pZn regions,
leading to a plateau in carrier concentration over
several decades of partial pressure.

Figure 11. Schematic Brouwer diagram showing a transition from
intrinsic defect control by (range I) to extrinsic defect control

from an unknown charged donor impurity (e.g. an ion of 3+

valence) (range II). [ ] on the left-hand axis indicates
concentration of defects. The far right-hand region (unlabeled)
corresponds to control [194-197]

In summary, Tam et. al. [198] reported that
large defect concentrations in as-grown ZnO
nanorods could be considerably enhanced by
annealing (Fig.12) by 200 °C because of its ability
to demonstrate a significant enhancement in UV to
visible emission ratio, but positron annihilation

measurements indicate that a significant quantity
of defects are still there in the material.
Photoluminescence spectra exhibition were not
satisfactory results of sample defect density and
quality. Sample emission intensity and defect
shape are majorly reliant on the annealing
temperature, and they have intricate connection
between results obtained from distinct
measurements. ZnO nanorods grown by
hydrothermal approach shows green emission is
due to the presence of surface defects and yellow
emission originates from the hydroxyl groups. Due
to the defect complexes show both red and green
emission (involve VZn), while red emission is
responsible for chemical character of defects and
requires further study.

Figure 12. Temperature dependence of the UV and defect
emission for ZnO nanorods (a and b) no annealing, (c and d)
annealed in air, and (e and f) annealed in forming gas [198]
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Influence of termination planes on the
photocatalytic performance of ZnO

The diversity of ZnO morphologies i.e.
nanowires, nanorods, core/shell, nanoflowers
and nanobelts etc. are reported in literature [199-
212]. The role of morphology beside balancing the
light absorption depth and controlling the charge
carrier diffusion length is of utmost important
as it varies the type and amount of exposed
crystal facets. The greater proportion of
exposed facets will directly influence the
photocatalytic performance. The negatively
charged CO2 reduction intermediates will
more preferably bound to the terminal sites
that are slightly positively charged and thus
will increase the activity and selectivity
of CO2 reduction reaction. It has been reported that
ZnO with exposed site [0001] has terminal
Zn atom that is slightly positively charged
and hence has higher photocatalytic activity
for water splitting [199]. As such, it was
postulated that preferential crystal growth
leading to a high degree of exposure
of the [0001] facets would enhance its catalytic
activity. It was found that ZnO nanostructures
with a higher exposure of [0001] facet
exhibited stronger absorption in 400–450 nm range
[199].

Particularly, for ZnO nanorods crystals a
lot of efforts have been invested to change the ratio
of oxygen or zinc terminated polar faces to non-
polar crystal facets. In general it is claimed that
higher polar to non-polar facet ratio plays
significant role in photocatalytic performance
[200-202]. Clearly, the knowledge of facet
determined photocatalytic efficiency is mostly
based on indirect evidences gleaned from
ensembled average experiments. However, the
photocatalytic performance is not solely dependent
upon the facet abundance but also on crystal size
and nature and affluence of crystal defects.
Debroye et al., [203] correlated silver photo-
depositions to specific structural features of the
ZnO photocatalyst and revealed that ~50% of the
silver nanoparticles are deposited at the outlines of
structural imperfections at the nonpolar facets,
45% at the edges of the O-terminated polar facets,
and the remaining 5% are distributed randomly at

what appear to be defect-free locations. The latter
is concluded based on the available structural
resolution offered by the recorded scanning
electron micrographs. This observation is
remarkable because literature mostly suggests that
the polar (0001) or (0001)̅ crystal facets are the
most photo-catalytically active [204-208].

Moreover, hexagonal ZnO nanorods were
prepared simply by hydrothermal treatment of dip-
coated ZnO nanoparticles on a Si wafer with a
uniform size of 4 nm (Fig. 13a) [209]. The
corresponding FESEM image of Fig.14a reveals
the formation of a dense array of ZnO nanorods
with a uniform diameter of 100 nm and a length of
1.5 lm. Due to a one-dimensional nanostructure
extended along the [0001] direction, the ZnO
nanorods have a larger population of nonpolar
faces than polar {0001} ones. In order to suppress
crystal growth along the [0001]-axis, Jang, et al
[210] tried to protect the Zn2+-terminated (0001)
plane, that is, Zn (0001), through complexation
between Zn2+ ions and citrate ligands [211]. On the
basis of this strategy, hexagonal nanoplates with a
uniform diameter of 1.0 lm and a thickness of 50
nm were successfully obtained, as can be seen
clearly from the FESEM image in Fig. 14b. Such
formation of nanoplates with a high proportion of
polar {0001} planes is surely due to a strong
suppression of crystal growth along the [0001] axis
with a relative enhancement of crystal growth
along the direction, as illustrated in Fig. 13b.
Similarly, the tailored synthesis of diverse ZnO
nanostructures was accomplished using controlled-
seeded growth of ZnO with citrate anions. The
ZnO nanocolumns, consisting of the one-
dimensional stacked nanoplates, were found to
show enhanced photocatalytic activity towards
the decomposition of 4-chlorophenol [212]. In
contrast to nanocrystals, microcrystalline
homologues could be prepared without nanocry-
stalline ZnO seeds Fig. 13c. A hydrothermal
reaction of zinc acetate under basic conditions
resulted in prismatic ZnO microrods, as
shown in Fig.14c. Due to an increase in particle
size, the area of nonpolar planes in this
microrod was much reduced, compared with
that of the nanorod. In addition, the morphology of
the microcrystals could be further tailored by
the use of acetate-intercalated zinc hydroxy
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double salt (Zn-HDS) as an intermediate
(Fig. 13d).

By carrying out FESEM, high-resolution
transmission electron microscopy/ selected- area
electron diffraction (HRTEM/SAED), and X-ray
diffraction (XRD) analyses on the reaction
intermediates [210], it was determined that a
fraction of the outer most surface of the Zn-HDS
intermediate was transformed into hexagonal ZnO
crystallites under hydrothermal conditions at 95°C
(the fraction depended on the pH variation of the
nutrient solution), after which the surface-formed
ZnO crystallites acted as nucleation centers for
dumb bell-shaped ZnO microrods (hereafter
referred to as DB microrods). Since the in tercalate
dacetateanions in the Zn-HDS lattice were
stabilized between the Zn (0001) planes through
the formation of DB microrods, the Zn (0001)
faces were completely masked. In fact, the FESEM
image of (Fig. 14 d) revealed that the DB
microrods were formed by co-sharing the acetate
ligands, giving rise to the hybridization of two
individual microrodcrystals. One thing to note here
is that both hexagonal microrods and DB
microrods turn out to have a broader size
distribution than the nanorods and nanoplates
[210].

Figure 13. Schematic illustration of the growth models for a)
nanorods, b) nanoplates, c) microrods, and d) dumbell-shaped
(DB) microrods of zinc oxide [210]

Figure 14. FESEM images of a) nanorods, b) nanoplates, c)
microrods, and d) DB microrods of zinc oxide [210]

Influence of some parameter on the
photoreduction of CO2 over ZnO

The current advances in the
photoreduction of CO2 over semiconductor hetero-
structures are reviewed in terms of charge transfer,
spatial charge separation, photo-stability and
visible-light activity. The first factor is the
influence of visible-light activity, it should be
noted here that many semiconductors wide-band
gap only absorb UV light, therefore the valuable
approach to improve efficiency of photo-reduction
is to utilize a semiconductor with narrow-band gap
to sensitize the semiconductor with wide-band gap.
Numerous examples of binary sulfides [213-218],
tellurides [219], selenides [218], etc have been
employed couple with the semiconductors with
wide-band gaps for CO2 photoreduction. Another
factor is the photo stability. In this case, the
semiconductors with narrow-band gap must
demonstrate an efficiency that is higher than the
ones with wide-band gap as they are liable to
visible light absorption. However, one major
limitation here is that in practical applications, they
suffer from photo-corrosion, so effort must be
made to prevent this by using stable material like
p-type GaP, to protect it.

Charge separation and transfer is also one
of the determinant factors in photocatalytic
conversion of CO2 because semiconductor
heterostructures have ability to promote the
migration and separation of photogenerated charge
carriers in order to lessen the electron–hole pairs
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recombination thus leading to a prolonged lifetime
and an improved photocatalytic activity. Many
system have been designed such as p–n junction,
non-p–n type II heterostructure, Z-scheme and co-
catalyst,. Lastly, the hetero-phase junction, solid-
state solution and hetero-facet junction must not be
ignored. For more and detail understanding of
these factors, readers are encouraged to go through
the previous work reported [103].

Moreover, it is difficult to compare the
activities of different photocatalysts reported by
different groups by only considering the
conversion rate or quantum efficiency due to the
differences among preparation methods and in
particular test conditions. However, it is agreed
generally that more than a few aspects needed to
be considered to advance the photocatalytic
performance of semiconductors. The particle size
of photocatalysts has profound consequence on the
efficiency of CO2 photoreduction [19]. Decreasing
particle size can often results in the larger surface
area of the photocatalysts, which serves as more
active reaction sites for CO2 adsorption. The
photocatalysts with smaller particle size also
benefit from the shorter transfer pathway for
charge carriers to reach its surface. However, the
smaller the particle size is, the more the particles’
boundary, which may influence the communication
between these particles and thus leads to a lower
activity [19].

Furthermore, loading co-catalysts on the
surface of photocatalysts is another commonly
used procedure to achieve substantial enhancement
on both conversion efficiency and
products’selectivity. It is generally known that the
photoreduction reaction can be improved by
loading noble metal nanoparticles. On the other
hand, metal oxide nanoparticles are found to favor
the oxidation reaction. The choice of co-catalyst is
crucial. Some noble metals are particular active
toward water reduction while some are more
suitable for CO2 reduction. This is due to the co-
catalysts providing active catalytic sites for
reduction of different absorbed species [19]. The
co-catalysts also extract the photogenerated
electrons or holes to prolong the lifetime of the
charge carriers. Although metal oxide does not
provide reduction catalytic reaction side, loading it

on photocatalyst may still increase the reduction
products’yield, since it will extract hole and extend
the lifetime of electrons for reduction reaction. In
addition, electron accumulation on co-catalyst
allows the discharge of more than one electron at a
time, facilitating the multi-electron CO2 reduction
processes. The choice of the co-catalysts varies
from different photocatalysts for reaching their
best photoactivity. Thus far, the co-catalyst
application strategy for CO2 reduction is mainly
focused on CO2 reduction co-catalysts. However,
there are other strategies used in photocatalytic or
photoelectron catalytic (PEC) water splitting
system, such as (1) oxidation co-catalysts for hole
removal from photocatalyst and (2) binary co-
catalysts system for both reduction and oxidation
reactions [19].

Current challenges and future prospect

The main cause of global warming is the
CO2 emissions –– the rate at which this is
increasing recently posed a serious concerned
globally; the recorded increase in 2011 was 3%.
China’s contribute to increase by 9% to 7.2 tonnes
CO2 average per capita CO2 emissions, In 2011. By
considering the uncertainty margin (10%) which is
similar to the European Union of 7.5 tonnes per
capita emissions in 2011. China is now well within
the 6 to 19 tonnes/person range spanned by the
major industrialized countries.

The impacts of climate change are already
being observed in big as well as small cities, from
severe droughts and floods to storms damaging
infrastructure, worsening smog, intensified heat
waves etc. Due to rate at which urbanization is
increasing all over the globe, along with fast and
high production of energy- and carbon-intensive
building materials to build urban infrastructure
[220-222]. Nearly 80 million Chinese, 20 million
in the U.S and 30 million in India city dwellers live
in coastal zones at risk for sea-level rise [223-225].

According to one report in 2014, China’s
urban population, 742 millionis contributing 10%
of total world population [226]. In 2007 the
countries name list with largest emitter of energy-
related CO2, China was on the top the list [227-
228]. Extraordinary economic growth caused by
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rapid urbanization along with the huge energy
consumption and great emissions of CO2. In 2010,
Urban residents in China on average were known
for causing CO2 energy-related emissions of
approximately 7 tons CO2 emissions per capita
tCO2/capita [229]. Wuhan, rising city increases
from 9.7 tCO2/capita to 15.2 tCO2/capita between
2005 and 2011, while emissions in Shanghai
remained stable as compared to other cities, grown
slightly from 12.4 tCO2/capita to 13.1 tCO2/capita
between 2005 and 2011 [230]. In 2013, emissions
London were 5.7 tCO2/capita and 8.3 tCO2/capita
in Los Angeles [231].

China is a heavy CO2 emitter to the
atmosphere, to about 2/3 from point sources. The
most straight forward way of reducing CO2

emission consists in replacing coal fired electricity
generation by renewable energy, in particular solar
(China has one of the highest solar irradiances, on
par with US) and wind. Besides this, recycling CO2

using renewable energy sources offers an ideal
way of reducing its climatic consequences. Liquid
fuels from recycled CO2 allow for a sustainable
way of maintaining the mobility of our society, and
they are easy to transport over large distances
using existing infrastructure, i.e. pipelines, trucks
and ships [232]. It can also be admixed in high
fractions to gasoline and used in combustion
engines. Alternatively, hydrogen can be produced
on-board of automobiles via photo-reforming of
methanol for use in hydrogen fuel cells [233-234],
or it can be converted in a straight forward way to
dimethylether or to gasoline under doubling of its
energy density. Large efforts worldwide indicate
the urgent nature of this substantial challenge, as
evidenced by the large number of recent reviews
[232-241]. These efforts included also detailed
quantum-chemical calculations for both, thermal
heterogeneous and photo catalysis [242-243].
Nevertheless, the subject is still awaiting a real
breakthrough, in particular as regards selectivity to
the desired liquid fuel product and its yield.
Various products are formed, from H2, CO, CH4,
formate and in smaller amounts methanol, ethane
and other hydrocarbons, depending on the choice
of the photocatalysts [232]. Therefore, research
should be extended to the identification these steps
by advanced spectroscopy. In addition, in practical
systems, the free energy is influenced by various
additional parameters, i.e. the environment

(electrolyte/membrane material, potential,
pressure, temperature, concentration of species,
contaminations). These parameters can be
influenced by the design and operation of the
reactor, e.g. membrane reactors, micro-channel
reactors, etc. The measurement, modeling and
assessment of the effect of these parameters are to
be focused through a detailed mechanistic
understanding of the catalytic reduction of CO2

into liquid fuels.

Monitoring of spectroscopic techniques
using photoluminescence, EXAFS, FTIR, ESR,
XANES, diffuse reflectance UV–visible, and
NMR, and GC–MS to monitor isotope, electron
microscopy to verify events of photocatalytic and
the carbon source used for producing the fuels. The
mechanism of reaction behind photo catalysis is
still far from understanding especially methane
formation from CO2 + H2O when ZnO is used need
to explain more clearly. Though, there are
progresses on the theoretical approach which based
on the band energy and the redox potential
comparison but this not enough to explain the
product selectivity especially when ZnO is being
employed. Moreso, efficiency for the CO2

conversion are highly expected to be further
improved by combining different photocatalysts
and the utilization of novel reaction systems e.g.
sacrificial electron donors need to be recycled and
CO2 photoconversion to fuels should utilize anode
oxidation and cathode reduction compartments. In
particular, the combination of water photo-splitting
to produce H2 (or protons and electrons) and
photoreduction of CO2 with the produced H2 have
the potential of boosting the CO2 conversion
efficiency.

In addition, despite an encouraging
progress achieved toward conversion of CO2using
sunlight, additional attempt is still necessary to
increase photo-conversion efficiency of sunlight-
to-fuel. Urgent research opportunities include
uniform co-catalyst sensitization of the entire
surface of ZnO nanorod for enhancing the rates of
conversion. The co-catalysts design must be
improved and the product selectivity needs to be
controlled. Highly efficient photocatalytic
materials will enable the utilization of flow
through photo catalytic membranes, in which water
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vapor and CO2 can enter one side of the nanorod
array membrane with a fuel exiting from the other.

Conclusion

The conversion of CO2 into value added
products is still a challenging task that demands a
keen attention of researchers. To simulate the
further research on unresolved issues that deserve
experimental attention, it is particularly interesting
to study the mechanistic aspects of photocatalytic
CO2 reduction using hydrothermal method for
energy storage over ZnO semiconductor with well-
defined structure and stability. It is observed that
all these existing methods and techniques involve
some chemicals that are environment unfriendly
and hazardous. However, there are no reports
available that effectively explain the redox
mechanism of CO2 reduction reaction on ZnO-
based photocatalysts. Here we presented that the
visible photocatalytic activity, electron-hole
separation, photostability, electrode-electrolyte
charge transfer and morphological influence in
photocatalytic CO2 reduction system. This article
enables the investigations of system design, the
choice of catalyst and morphology to facilitate the
CO2 reduction and also simulate further research in
the field of photocatalysis. We also established
clearly here that ZnO semiconductors have a
higher population of polar Zn (0001) faces with
ability to enhance the photocatalytic activity of
CO2 conversion via hydrothermal method.
Moreover, the tuning of the face orientation have
ability produce an optimised photocatalytic
conversion of CO2 to liquid fuels using ZnO
semiconductor by hydrothermal method.
Successful morphology tuning is also of great
important in obtaining high polar to non-polar
facets ratios so as to increase the percentage of
reactive sites. Controlling the shape, size, and
preferred ZnO semiconductors orientation to tailor
their chemical and physical properties for optimal
reactivity and selectivity are very essential.
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